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Introduction:

The following data analysis of the airlinequality.com customer satisfaction reports will

provide a detailed review of customer opinions on various factors of several different airlines.

The user-provided information such as the reviewer's name, how many reviews the reviewer

made, the cabin class the reviewer flew (economy, business, or first class), what airline was used,

and other reviewer-rated aspects of their flight. We can use this data to determine whether certain

aspects of a reviewer’s flight led to a “Yes” recommendation or a “No” recommendation. In the

following analysis, we used several analytical data and text models to conclude our personal

recommendations for the individual airlines to improve their customer satisfaction and retention

based on our supported analytical analysis.

Data preparation:

The Airline Dataset contains quantitative data to represent individual customer

satisfaction levels based on multiple factors. These factors are Value for money, Seat comfort,

Catering, Entertainment, and whether or not the customers Recommend the airline. For our

analysis, we decided to drop the ‘URL’ data as they are not significant to the analysis. - the URL

data variable is not quantitative. We also noticed that there are multiple missing values within the

data set that we plan to impute when running models.

The metadata is ready to be used based on the updated SAS studio data table. As seen in

Figure 2.1 we dropped ‘URL’ and re-coded Value for Money, Seat Comfort, Catering,

Entertainment, and Cabin Flown into numeric data types, as they were character types before. In

the process flow shown in Figure 2.3, we converted the provided Airline_Dataset.xlsx table to an

Airline_Dataset.sas7bdat. In the process flow, we dropped the unnecessary data table including

‘URLs’.

The target variable of the Airline dataset is the ‘Recommended’ data which identifies the

overall opinion of the customer's level of satisfaction with the Airline. Other important variables

include Value_for_money, Seat_comfort, Catering, and Entertainment. These variables are

measured on a scale from 0-1, the higher the better. The distribution of the target data is different

for every airline with some, AA and Emirate, skewing left, as seen in Figures 2.10 & 2.12, and

having good ratings overall and a majority of their customers saying they would recommend the



airline. Others like Qantas skew right, as seen in Figure 2.11, and show low ratings across the

board and most customers would not recommend these airlines. As for issues in the data we have

noticed there are a few missing variables that must be converted inside the dataset.

3. Data analysis:

In Figure 3.4, we used Enterprise Miner to run four separate analysis models, we

compared each model to find which was most significant. The four models we compared in our

analysis were the Probability tree, Misclassification tree, Linear regression, and a Neural network.

We used a model comparison node to evaluate the models based on the validation Average Square

Error rate, which can be seen in Figure 3.3.

For our dataset, we used the “Recommended” variable as our target variable for the

analysis. We select it as it shows whether or not the review from the customer was recommended

as ‘Yes’ or ‘No’ and displays a great overall description of the review. To start our analysis we

used a Data Partition node and a 70:30 split, 70 being for the training dataset and 30 being for the

validation dataset, 0 for the test dataset. Then we added a Transform Variable node and rejected

all nominal data. Following this we used the Impute node to reject the missing variables inside the

dataset, we only connected the Impute node to the Regression and Neural Network nodes as they

are sensitive to the missing values. We did not attach the impute node to the misclassification tree

and the probability tree. To create our four models for analysis we created two decision tree

nodes, one tree to identify the probability rate which has an assessment measure of Average

Square Error, and another tree to measure the misclassification rate of the data assessment

measure of decision. Connected to the impute node is the regression node which we modified to

run a linear regression and a neural network, all of the models are connected to a model

comparison node.

Based on the returned results for the model comparison node we determined that the

Neural network model has the lowest ASE, of 0.055 in Figure 3.3 & Figure 3.2, and was the

selected model based on the model comparison ASE criteria. We found this information to be

conclusive and recommended using the neural network model when analyzing the recommended

target variable for the airline dataset as it has the lowest rate of average square error.



As shown in Figure 3.5 there are 21 topics that produce from the Review variable. Some

topics include the airlines, seats, and our user-rated variables, such as Entertainment and Cabin

Flown information, as seen in Figure 3.6. In the process of finding the best model for predicting

“Yes” we created the Flow Diagram shown in Figure 3.10. First, we used a Data Partition node

to, as the name suggests, partition the data. We set the Training percentage to 75, Validation to 25,

and Test to 0. Next for Text Parsing, we deleted the default table. For the Text Filter node, we

changed the frequency weighting to Log and term weight to Inverse Document Frequency. For

Metadata we changed all of the “text_topic_raw” data, as well as the reviewer data. For the

models, Decision tree, Neural Network, and Regression, we changed the assessment method for

the Decision Tree to ASE, then we changed Neural Network’s model selection criterion to

Average Error and changed the regression type to Linear regression for the Regression node.

Finally running the model comparison, the model with the best ASE is the Decision Tree, as

shown in Figures 3.8 & 3.9. In conclusion, the information in the review variable is useful to

determine if a “Yes” will be the recommendation of any reviewer, specifically as shown in Figure

3.10 the Seat Comfort is the most useful.

Results:

Based on our several analysis models of the airline dataset we have the following

recommendations to make for airline company managers to improve customer satisfaction and

retention rates. Using Figure 3.11, we can conclude the most discussed topic from all airline

reviews is the level of seat comfort on the aircraft. Our analysis concludes that customers are

inclined to be happier overall based on the level of seat comfort. The leaf nodes closely following

the Seat Comfort is the catering rating, or level of customer satisfaction based on the

airline-provided food, which seems to be a very high concern for customers across all airlines.

This is also supported based on our analysis of Figure 2.5 Qantas Summary Statistics, in the

following summary statistic it can be identified that for the ‘Recommended - No’ division of the

statistic Seat Comfort and Catering Rating are the highest levels of nominal data factors that

affect the decision of customer satisfaction. The mean for the seat comfort value is .40 and the

mean for the catering rating value is at .63 showing just how significant the following factors are

to opinions of the customer recommendation based on the airline. This data is consistent with the

other airline summary statistic figures shown in Figures 2.4 - 2.9.



We also identified the text topic of ‘cancellations, hour, delay’ as other important factors

to consider as they are frequently discussed in the review text topics. The text topics

‘cancellations, hour, delay’ being important issues to customers is also supported inside Figure

3.5 - Text Cluster Data, as terms included inside the text topic, such as delay, occur many times

inside the dataset. For example, cluster ID 20 includes terms such as the topics ‘delay, miss, late’

are mentioned with a frequency of 95, proving to be alarming to customers. Our findings report

customers are very sensitive to time-sensitive obstacles as seen in the Figure 3.11 decision tree

when looking at the ‘< 0.7 or missing value’, reviews mentioning delays, cancellations, etc. are

correlated with a low value for money and seem to make customers very frustrated.

Based on our analysis models we greatly urge airline managers to focus on Seat comfort

and Catering quality (airline-provided food) to increase customer satisfaction and raise the

customer opinions of the airline and the value for money factor of the airline. We also would

recommend improving the operations of the airlines to prevent as many delays/cancellations as

possible for the airline as customers are incredibly sensitive when time-sensitive topics occur.



Figures:

Figure 2.1 Recording Airline Data



Figure 2.2 Recoded Airline Data Chart



Figure 2.3 Reviews Process Flow

Figure 2.4 Emirates Summary Statistics



Figure 2.5 Qantas Summary Statistics



Figure 2.6 Singapore Airlines Summary Statistics

Figure 2.7 Southwest Summary Statistics

Figure 2.8 US Airways Summary Statistics



Figure 2.9 United Airlines Summary Statistics



Figure 2.10 American Airline Recommended = YES



Figure 2.11 Qantas Airline Recommended = YES



Figure 2.12 Emirates Airline Recommended = YES

Figure 3.1 Fit Statistics for Model Comparison w/o Text Mining



Figure 3.2 Fit Statistics Showing the Best Comparison

Figure 3.3 Model Comparison ASE w/o Text Mining

Figure 3.4 Flow Diagram w/o Text Mining



Figure 3.5 Text Cluster Data

Figure 3.6 Text Topic Data



Figure 3.7 Metadata Information

Figure 3.8 Validation ASE for Text Mining Model Comparison

Figure 3.9 Model Comparison for Text Mining

Figure 3.10 Process Flow for Text Mining Analysis



Figure 3.11 Text Mining Decision Tree






